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Abstract: The prediction of a nonlinear functional of a random field is studied. The covariance-matching constrained kriging is considered. It is proved that the optimization problem induced by it always has a solution. The proof is constructive and it provides an algorithm to find the optimal solution. Using simulation, this algorithm is compared with the method given in Aldworth and Cressie (2003).
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1 The Nonlinear Prediction Problem

A random field \( z(t), \ t \in D \subseteq \mathbb{R}^d \), of the form (1) is observed at locations \( t_1, \ldots, t_n \). Kriging means optimal predicting the unobserved values of the random field \( z \). The method of kriging is well-known (see e.g. Krige (1951), Cressie (1991)). Several modifications of the kriging procedure are studied, e.g., in Fazekas and Kukush (2003) a version of kriging is analyzed when the locations where the field is observed are not known precisely.

In this paper, we study problems which require the prediction of nonlinear functionals of the field \( z \). To solve this kind of problems, Aldworth and Cressie (2003) introduced a predictor, called covariance-matching constrained kriging (see also Cressie (1993)). It is an optimal linear predictor that matches not only first moments but second moments (including covariances) as well. Aldworth and Cressie (2003) proved some properties of the covariance-matching constrained kriging and applied it to real life problems. Here we prove some further properties of that predictor.

Consider the following linear geostatistical model

\[
z(t) = \sum_{j=0}^{p} \beta_j f_j(t) + \delta(t), \quad t \in D \subseteq \mathbb{R}^d,
\]

where \( d \) is a fixed positive integer, \( f_j(t) \) are known functions, \( \beta_j \) are unknown parameters, \( j = 0, 1, \ldots, p \), \( \delta(t) \) are random error terms with \( \mathbb{E}\delta(t) = 0, \mathbb{E}\delta^2(t) < \infty, t \in D \).

Our sample is \( z(t_1), \ldots, z(t_n) \), in vector form \( z = (z(t_1), \ldots, z(t_n))^T \in \mathbb{R}^n \). Then \( \mathbb{E}z = X\beta \), for some known matrix \( X \) of type \( n \times (p+1) \). Here \( \beta = (\beta_0, \ldots, \beta_p)^T \). We assume that the semivariogram of our random field \( z \) is known, therefore \( \text{var}(z) = \Sigma \) is a known \( n \times n \) matrix.

We want to predict \( g(s) \), where \( g \) is a known scalar-valued function that is nonlinear in its vector-valued argument \( s \). Here \( s = (s(B_1), \ldots, s(B_m))^T \) is a function of the underlying random field \( z \). To predict \( g(s) \), consider a predictor of the form \( g(\hat{s}) \), where \( \hat{s} = A^T z \) is a linear predictor of \( s \), and \( A \) is an \( n \times m \) matrix to be calculated. To obtain an approximately unbiased predictor, Aldworth and Cressie (2003) used Taylor’s expansion up to second order for \( g(A^T z) \) and \( g(s) \). Their approach gave the following constraints.

Assume that \( A \) satisfies the constraints \( \mathbb{E}A^T z = \mathbb{E}s \) and \( \text{var}(A^T z) = \text{var}(s) \). The first is the standard unbiasedness condition. If \( s \) and \( z \) are Gaussian, then the above conditions
imply that $A^\top z$ and $s$ have the same distribution. Therefore in the Gaussian case $g(A^\top z)$ is an unbiased predictor of $g(s)$.

As the $L_2$ error, i.e., $\mathbb{E}(g(A^\top z) - g(s))^2$ can not be calculated directly, Aldworth and Cressie (2003) used a first order Taylor’s expansion to approximate it. They obtained the expression $y^\top \text{var}(A^\top z - s)y$, where $y = g'(\mu_m) = \partial g(\mu_m)/\partial x$ and $\mu_m = \mathbb{E}s$.

To obtain a predictor that can be calculated numerically, we assume that $s$ satisfies the following. (These assumptions are realistic if $s$ is a linear function of $z$, e.g. if it is defined by an integral of $z$.) $\mathbb{E}s = \mu_m = X_m^\top \beta$, where $X_m$ is a known $(p + 1) \times m$ type matrix. Moreover, $\text{var}(s) = \Sigma_m$, $\text{cov}(z, s) = C$, where $\Sigma_m$ is a known $m \times m$ type matrix, while $C$ is a known $n \times m$ type matrix. So we obtain the following objective function and constraints.

Find the matrix $A$ such that the objective function

$$y^\top A^\top C y$$

is maximized under constraints

$$A^\top X = X_m^\top ,$$
$$A^\top \Sigma A = \Sigma_m ,$$

where $y = g'(\mu_m)$.

Aldworth and Cressie (2003) gave a matrix $A_0$ that maximizes the Lagrangian function corresponding to the maximum problem (2)–(4) at $m$ linearly independent directions of $y$. However, the original problem is to find the maximum for $y = g'(\mu_m)$. Here we shall prove (see Theorem 1) that, under realistic conditions, the maximum problem (2)–(4) has a solution whatever $y$ may be. Actually, we construct the optimal solution. This construction serves the base of a numerical method what we call algorithm M. Using computer simulation, we shall compare algorithm M with the naive estimator and the method suggested by Aldworth and Cressie (2003).

## 2 The Solution of the Optimization Problem

**Theorem 1.** Let $\Sigma$ be a real symmetric positive definite matrix of type $n \times n$, $\Sigma_m$ be a real symmetric positive definite matrix of type $m \times m$, $C$ be a real matrix of type $n \times m$, $X_m$ be a real matrix of type $(p + 1) \times m$, $X$ be a real matrix of type $n \times (p + 1)$ with rank $(p + 1)$. Assume that $n \geq m + p + 1$. Let $y$ be a vector of dimension $m$. Let

$$P = \Sigma_m - X_m^\top (X^\top \Sigma^{-1} X)^{-1} X_m .$$

(a) Then there exists a matrix $A$ satisfying conditions (3) and (4) if and only if $P$ is positive semidefinite.

(b) If there exists a matrix $A$ satisfying constraints (3)–(4), then there exists a matrix $A$ satisfying constraints (3)–(4) and attaining maximum of (2).

**Proof.** Introduce the following notation. $E = \Sigma^{1/2} A \Sigma_m^{-1/2}$ is a matrix of type $n \times m$, $B = X_m \Sigma_m^{-1/2}$ is a matrix of type $(p + 1) \times m$, $Y = \Sigma^{-1/2} X$ is a matrix of type $n \times (p + 1)$. Then constraints (3)–(4) are equivalent to the following. Find the matrix $E$ satisfying

$$E^\top Y = B^\top ,$$

(6)
\[ E^\top E = I, \quad (7) \]

where \( I \) is the \( m \times m \) type unit matrix, \( B \) and \( Y \) are known matrices.

(a1) First consider the case \( m = 1 \). Then constraints (6)–(7) are equivalent to

\[ Y^\top e = b, \quad e^\top e = 1, \quad (8) \]

where \( Y^\top \) is a given matrix of type \((p + 1) \times n\) with rank \( p + 1 \), \( b \) is a given vector of dimension \( p + 1 \), while we are looking for the unknown \( n \)-dimensional vector \( e \).

By the assumptions of the theorem, \( n > p + 1 \). Then the general solution of \( Y^\top e = b \) is a non-trivial linear manifold. The particular solution \( e_0 \) to \( Y^\top e = b \) having the minimal length, is the one which is orthogonal to each solution of the homogeneous linear equation \( Y^\top e = 0 \). Therefore, if \( e \) is orthogonal to the rows of \( Y^\top \), then \( e_0 \) is orthogonal to \( e \). So \( e_0 \) is in the subspace spanned by the rows of \( Y^\top \). That is \( e_0 = Yv \) for some \( v \). Therefore \( b = Y^\top e_0 = Y^\top Yv \). As \( Y^\top \) is of rank \( p + 1 \), so \( Y^\top Y \) is invertible, therefore \( v = (Y^\top Y)^{-1}b \). So we obtain \( e_0 = Y(Y^\top Y)^{-1}b \).

Any solution of \( Y^\top e = b \) can be written in the form \( e = e_0 + e_1 \), where \( e_1 \) is a vector with \( Y^\top e_1 = 0 \). As \( e_1 \) is orthogonal to \( e_0 \), our condition is \( 1 = e^\top e = \|e_0\|^2 + \|e_1\|^2 \). This can be satisfied if and only if \( \|e_0\|^2 \leq 1 \).

So we obtained the following statement. If \( m = 1, n > p + 1 \) and \( Y \) has rank \( p + 1 \), then (8) has a solution if and only if

\[ b^\top (Y^\top Y)^{-1} b \leq 1. \quad (9) \]

This is equivalent to the condition that the matrix \( P \) defined in (5) is positive semidefinite. So we obtained part (a) in the case \( m = 1 \).

(a2) Now let \( m \) be an arbitrary positive integer. If there exists an \( E \) satisfying (6)–(7), then for any \( a \in \mathbb{R}^{p+1}, \|a\| \neq 0 \), we have

\[ a^\top E^\top Y = a^\top B^\top, \quad a^\top E^\top Ea = \|a\|^2. \]

So \( e = Ea/\|a\| \) is a solution to (8) with \( b = Ba/\|a\| \). By the previous part of the proof, this implies that (9) is satisfied, i.e.

\[ \frac{a^\top B^\top}{\|a\|} (Y^\top Y)^{-1} \frac{Ba}{\|a\|} \leq 1, \]

that is \( I - B^\top (Y^\top Y)^{-1} B \) is positive semidefinite. Therefore the matrix \( P \) defined in (5) is positive semidefinite.

Now let \( P \) be positive semidefinite. Find the solution of (6)–(7) in the form

\[ E = (I - Y(Y^\top Y)^{-1} Y^\top) V + Y(Y^\top Y)^{-1} B = MV + E_0, \quad (10) \]

where \( V \) is a matrix to be determined. We remark that in Aldworth and Cressie (2003) the same scheme was applied. They obtained that \( V = \sum^{-1/2} C K \sum_m^{-1/2} \) is the optimal solution at \( m \) linearly independent directions of \( y \).

Now

\[ E^\top = V^\top (I - Y(Y^\top Y)^{-1} Y^\top) + B^\top (Y^\top Y)^{-1} Y^\top = V^\top M + E_0^\top. \]
Here $M = I - Y(Y^TY)^{-1}Y^T$ is the orthogonal projection to the orthogonal complement of the subspace generated by the columns of $Y$, while $E_0^T = B^T(Y^TY)^{-1}Y^T$ is a particular solution of $E^TY = B^T$. So we obtain that (6) is satisfied.

Now, by (7), we have to solve

$$I = E^TE = V^TMV + V^TM + E_0^TE_0 = V^TM + B^T(Y^TY)^{-1}B.$$ 

This equation is equivalent to

$$V^TM = N. \tag{11}$$

Here the $n \times n$ type matrix $M$ is an orthogonal projection to a subspace of dimension $n - (p + 1)$ (therefore $M$ is symmetric, idempotent and positive semidefinite). $N = I - B^T(Y^TY)^{-1}B$ is of type $m \times m$, it is symmetric and positive semidefinite (because $P$ is positive semidefinite). Now we shall find a solution $V$ of (11) using the assumption $n - (p + 1) \geq m$. Let $H$ be an orthogonal matrix (containing orthonormed eigenvectors of $M$) such that

$$H^TMH = \Lambda = \begin{pmatrix} 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 0 \\ 0 & \cdots & 0 \end{pmatrix},$$

where at the right hand side a diagonal matrix stands in which the first $n - (p + 1)$ elements in the diagonal are ones while the remaining elements are zeros. Let $V^T = (N^{1/2}, O)H^T$, where $O$ is a matrix containing zero elements. Then

$$V^TMV = (N^{1/2}, O)H^TMH(N^{1/2}, O)^T = (N^{1/2}, O)\Lambda(N^{1/2}, O)^T = N.$$ 

So we obtained part (a) for arbitrary $m$.

(b) Now we turn to part (b). Constraints (3)–(4) define a bounded closed set of matrices $A$. The objective function (2) is a linear function of $A$. As a continuous function attains its maximum on a compact set therefore part (b) is proved. □

## 3 A Construction of the Solution of Problem (2)–(4)

Here we give a constructive proof for part (b) of Theorem 1. An algorithm will be based on this construction.

(b1) First we give a simple proof of part (b) in the case $m = 1$. Now the objective function $y^TA^TCy$ is of the form $ww^T$, where $w = y^2\Sigma_1^{1/2}C^T\Sigma^{-1/2}$ (as $m = 1$, $y$ and $\Sigma_m$ are scalars). Here $e$ is to be determined. We can assume that $w \neq 0$ (if $w = 0$ then the maximum of the objective function is always 0). By the above calculations, if there is a vector satisfying the constraints, then it is of the form $e = e_0 + e_1$, where $e_0$ is uniquely determined, its norm is not greater than 1, $e_1$ is not uniquely determined, but it is the solution of $Y^Te_1 = 0$ and $||e_1||^2 = 1 - ||e_0||^2$. Let $w = w_0 + w_1$, where $w_0$ is in the subspace spanned by the rows of $Y^T$ and $w_1$ is orthogonal to the rows of
\[ Y^\top. \] Then \( w^\top e = w_0^\top e_0 + w_1^\top e_1 \) is maximal if and only if \( e_1 \) is parallel to \( w_1 \) (use the Cauchy-Schwarz-Buniakovskii inequality). So we obtained part (b) of Theorem 1 in the case \( m = 1 \).

(b2) Now turn to part (b) in the case of arbitrary \( m \). The proof is the basis of algorithm M.

We slightly reshape constraints (6)–(7). As the \( p+1 \) columns of \( Y \) are independent, we can apply Gram-Schmidt orthogonalization to it. This can be described by an invertible matrix \( G \). Multiply form the right by this \( G \) the equation \( E^\top Y = B^\top \). Then we obtain \( E^\top W = V \), where \( YG = W \) and \( B^\top G = V \). Denote by \( w_1, \ldots, w_{p+1} \in \mathbb{R}^n \) the columns of \( W \), by \( e_1, \ldots, e_m \in \mathbb{R}^n \) the columns of \( E \), and by \( v_{ij} \) the elements of \( V \). Then \( E^\top W = V \) can be written into the form

\[ e_i^\top w_j = v_{ij}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, p + 1. \tag{12} \]

Here \( w_1, \ldots, w_{p+1} \in \mathbb{R}^n \) are given orthonormed vectors, \( v_{ij}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, p + 1 \) are given numbers. We have to find \( e_1, \ldots, e_m \in \mathbb{R}^n \).

Let \( L \) denote the subspace in \( \mathbb{R}^n \) spanned by \( w_1, \ldots, w_{p+1} \) and \( L^\perp \) its orthogonal complement. We search \( e_1, \ldots, e_m \) in the form

\[ e_i = \sum_{j=1}^{p+1} v_{ij} w_j + \alpha_i l_i, \quad i = 1, \ldots, m, \tag{13} \]

where \( l_1, \ldots, l_m \) are unit (in some special cases zero) vectors from \( L^\perp \). (As \( w_1, \ldots, w_{p+1} \) are orthonormed vectors, the above representation is valid for vectors \( e_1, \ldots, e_m \) satisfying (12).) Because we assume that the constraints (6)–(7) can be satisfied, therefore there exist orthonormed vectors \( e_1, \ldots, e_m \in \mathbb{R}^n \) with the above representation. This implies that \( \sum_{j=1}^{p+1} v_{ij}^2 \leq 1 \) for \( i = 1, \ldots, m \), and

\[ \alpha_i = \sqrt{1 - \sum_{j=1}^{p+1} v_{ij}^2}, \quad i = 1, \ldots, m. \]

By orthogonality of \( e_i \) and \( e_k \),

\[ 0 = e_i^\top e_k = \sum_{j=1}^{p+1} v_{ij} v_{kj} + \alpha_i \alpha_k l_i^\top l_k, \quad i, k = 1, \ldots, m, \quad i \neq k. \tag{14} \]

So we have to find the vectors \( l_1, \ldots, l_m \) from \( L^\perp \) such that

\[ l_i^\top l_k = d_{ik}, \quad i, k = 1, \ldots, m, \tag{15} \]

where \( d_{ik} = 0 \) if \( \alpha_i \alpha_k = 0 \); \( d_{ii} = 1 \) if \( \alpha_i \neq 0 \); \( d_{ik} = -\left( \sum_{j=1}^{p+1} v_{ij} v_{kj} \right) / (\alpha_i \alpha_k) \) if \( i \neq k \) and \( \alpha_i \alpha_k \neq 0 \).

The objective function to be maximized is

\[ y^\top C^\top A y = y^\top C^\top \Sigma^{-1/2} E \Sigma^{1/2} y = f^\top \sum_{i=1}^{m} x_i e_i, \tag{16} \]

where \( f = \Sigma^{-1/2} C y \) and \( (x_1, \ldots, x_m) = x^{1/2} y \). Using (13),

\[ \sum_{i=1}^{m} x_i e_i = \sum_{i=1}^{m} \sum_{j=1}^{p+1} x_i v_{ij} w_j + \sum_{i=1}^{m} x_i \alpha_i l_i. \tag{17} \]
As the first summand here is fixed, we have to find the maximum of
\[ \sum_{i=1}^{m} f_i^\top x_i \alpha_i l_i. \] (18)

Finally, introducing the notation \( f_\perp \) for the orthogonal projection of \( f \) to \( \mathcal{L}^\perp \), and choosing \( \gamma_i = x_i \alpha_i \), \( i = 1, \ldots, m \), we have to find the vectors \( l_1, \ldots, l_m \) from \( \mathcal{L}^\perp \) such that (15) is satisfied and
\[ f_\perp \left( \sum_{i=1}^{m} \gamma_i l_i \right) \] (19)
is maximized. By the Cauchy-Schwarz-Buniakovskii inequality,
\[ f_\perp \left( \sum_{i=1}^{m} \gamma_i l_i \right) \leq \| f_\perp \| \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{m} \gamma_i \gamma_j d_{ij}}. \] (20)

If \( f_\perp = 0 \), or \( \sum_{i=1}^{m} \sum_{j=1}^{m} \gamma_i \gamma_j d_{ij} = 0 \), then \( l_1, \ldots, l_m \) can be arbitrarily chosen from \( \mathcal{L}^\perp \) such that (15) is satisfied.

Now assume that \( f_\perp \neq 0 \) and \( \sum_{i=1}^{m} \sum_{j=1}^{m} \gamma_i \gamma_j d_{ij} > 0 \). In (20) we have equality if and only if
\[ \sum_{i=1}^{m} \gamma_i d_{ij} = \lambda f_\perp \] (21)
with \( \lambda > 0 \). So we shall find \( l_1, \ldots, l_m \) from \( \mathcal{L}^\perp \) such that (15) and (21) are satisfied. We see that
\[ \lambda = \sqrt{\frac{\sum_{i=1}^{m} \sum_{j=1}^{m} \gamma_i \gamma_j d_{ij}}{\| f_\perp \|^2}}. \]

Fix an orthonormed basis \( h_1, \ldots, h_{n-(p+1)} \) in \( \mathcal{L}^\perp \) so that \( f_\perp \) is in the subspace spanned by the first \( m \) basis vectors. From now on we identify the vectors in \( \mathcal{L}^\perp \) with their coordinate sequences according to the basis \( h_1, \ldots, h_{n-(p+1)} \). Find \( l_1, \ldots, l_m \) in the form
\[ l_i = \begin{pmatrix} D_{11} & O \\ O & D_{22} \end{pmatrix} h_i, \quad i = 1, \ldots, m, \]
where \( D_{11} \) is of type \( m \times m \) and \( D_{22} \) is of type \( (n-m-p-1) \times (n-m-p-1) \). Now, by (15),
\[ d_{ij} = l_i^\top l_j = h_i^\top \begin{pmatrix} D_{11}^\top D_{11} & O \\ O & D_{22}^\top D_{22} \end{pmatrix} h_j = (D_{11}^\top D_{11})_{ij}, \quad i, j = 1, \ldots, m. \]

Therefore \( D_{11}^\top D_{11} = D_0 \), where \( D_0 = (d_{ij})_{i,j=1}^m \). So \( D_{11} = U D_0^{1/2} \), where \( U \) is an \( m \times m \) type orthogonal matrix. Then
\[ l_i = \begin{pmatrix} (U D_0^{1/2})_i \\ 0 \end{pmatrix}, \quad i = 1, \ldots, m, \]
where \( (U D_0^{1/2})_i \) is the \( i \)th column of \( U D_0^{1/2} \). We have to find \( U \) so that (21) is satisfied. This gives
\[ U \begin{pmatrix} D_0^{1/2} \sum_{i=1}^{m} \gamma_i \tilde{h}_i \end{pmatrix} = \lambda f_\perp, \] (22)
where \( \tilde{h}_i \) is the \( i \)th unit vector in \( \mathbb{R}^m \), while \( f_\perp \) consists of the first \( m \) coordinates of \( f \). As \( \lambda \) is chosen such that the vectors \( \begin{pmatrix} D_0^{1/2} \sum_{i=1}^{m} \gamma_i \tilde{h}_i \end{pmatrix} \) and \( \lambda f_\perp \) have the same length, one can find an orthogonal matrix \( U \) satisfying (22).
4 Numerical Results

In this section we compare three methods of prediction of the nonlinear functional \( g \).

The first one is algorithm M described in the constructive proof of Theorem 1 in Section 3. To obtain a feasible method, instead of \( y \) we use \( \hat{y} \) when we solve the optimization problem (2)–(4). Here

\[
\hat{y} = g'(\hat{\mu}_m) = g'(X^\top_m \hat{\beta}),
\]

(23)

where \( \hat{\beta} = (X^\top \Sigma^{-1} X)^{-1} X^\top \Sigma^{-1} z \) is the generalized least squares estimator of \( \beta \). The resulting estimator is \( \hat{g}_{opt} = g(A^\top_{opt} z) \), where \( A^\top_{opt} \) is the solution given by algorithm M if \( y \) in (2) is substituted by \( \hat{y} \) given in (23).

The second estimator is the one given by Aldworth and Cressie (2003). This estimator is denoted by \( \hat{g}_{ac} \). Here

\[
\hat{g}_{ac} = g(A^\top_0 z),
\]

\[ A_0 = \Sigma^{-1}(I - X(X^\top \Sigma^{-1} X)^{-1} X^\top \Sigma^{-1}) C K + \Sigma^{-1} X(X^\top \Sigma^{-1} X)^{-1} X_m, \]

(24)

where \( K = Q^{-1/2} P^{1/2} \),

\[
P = \text{var}(s) - \text{var}(X^\top_m \hat{\beta}) = \Sigma_m - X^\top_m (X^\top \Sigma^{-1} X)^{-1} X_m
\]

(25)

is the matrix in (5), moreover

\[
Q = \text{var}(\hat{s}_{uk}) - \text{var}(X^\top_m \hat{\beta}) = C^\top (\Sigma^{-1} - \Sigma^{-1} X (X^\top \Sigma^{-1} X)^{-1} X^\top \Sigma^{-1}) C.
\]

(26)

Here

\[
\hat{s}_{uk} = X^\top_m \hat{\beta} + C' \Sigma^{-1} (z - X \hat{\beta})
\]

is the universal kriging predictor.

Finally, the third estimator is the naive estimator.

**Example.** Consider the domain \( D = [-rh, +rh] \times [-rh, +rh] \subset \mathbb{R}^2 \) and a random field \( z(x, y) \) on \( D \) with linear mean value function:

\[
z(x, y) = \beta_0 + \beta_1 x + \beta_2 y + \delta_0(x, y) + \delta_1(x, y),
\]

(27)

where \( (x, y) \in D \). The parameters \( \beta_0, \beta_1, \beta_2 \) are unknown. (For simulation we chose \( \beta_0 = 20, \beta_1 = 1, \beta_2 = -1 \).) The field \( \delta_0(x, y) \) is a zero mean Gaussian random field with Gaussian semivariogram

\[
\gamma_0(t) = \omega\left(1 - \exp\left(-||t||^2/a^2\right)\right)
\]

(28)

for \( t = (t_1, t_2) \in \mathbb{R}^2 \), where \( ||t||^2 = t_1^2 + t_2^2 \). (We assume that the covariance structure is completely known. Actually \( \delta_0 \) is an Ornstein-Uhlenbeck type random field. For the Ornstein-Uhlenbeck random field see Terdik and Woyczynski (2005) and the references therein.) The random variables \( \delta_1(x, y) \), where \( (x, y) \in D \), are independent and uniformly
distributed on $[-0.5\tau, +0.5\tau]$. The random fields $\delta_0(x, y)$, $(x, y) \in D$, and $\delta_1(x, y)$, $(x, y) \in D$, are independent. We used several values of the parameters $\omega$, $a^2$ and $\tau$. By simulation we generated the field $z$ on the $h$-lattice points of $D$. We used $r = 6$ and $h = 2$.

We predicted the function

$$g(s) = \frac{1}{m} \sum_{k=-2}^{1} \sum_{l=-2}^{1} [z((2k + 1)h, (2l + 1)h)]^3, \quad (29)$$

where $m = 16$ is the number of locations, where the values of the random field are included in the above expression.

For prediction we used the observations of the random field $z(x, y)$ at locations $(x, y) = ((-r + 2k)h, (-r + 2l)h)$, $k, l = 0, 1, \ldots, r$. I.e. our sample size was $n = 49$.

With the help of these observations we predicted $g(s)$.

The so called naive approach is the following. Using universal kriging, we predict the field $z(x, y)$ at the $h$-lattice points $(x, y) = (ih, jh)$ included in expression (29). So the naive predictor is

$$\hat{g}_{\text{naive}}(s) = \frac{1}{m} \sum_{k=-2}^{1} \sum_{l=-2}^{1} [\hat{z}((2k + 1)h, (2l + 1)h)]^3, \quad (30)$$

where $\hat{z}$ is the universal kriging predictor.

Using the same observations, we calculated $\hat{g}_{\text{ac}}$ and $\hat{g}_{\text{opt}}$, too.

We made 1000 replications. (The simulations were performed with MATLAB.)

For each predictor, we calculated the ratio of the mean squared error and the average. I.e. in Table 1 the values of

$$q = \sqrt{\frac{1}{1000} \sum_{i=1}^{1000} (\hat{g}_i - g_i)^2} / \frac{1}{1000} \sum_{i=1}^{1000} |g_i|$$

are shown. (We remark that in the program the value of $\omega$ is expressed in terms of $\pi$.)

The results of some other experiments were similar. The conclusions are the following. The naive approach (i.e. $\hat{g}_{\text{naive}}$ based on universal kriging) performed poorly for non-linear predictands. The performances of the two different calculations of the covariance-matching constrained kriging, i.e. $\hat{g}_{\text{opt}}$ and $\hat{g}_{\text{ac}}$ are similar. The advantages of $\hat{g}_{\text{ac}}$ are the following. It is easy to calculate $\hat{g}_{\text{ac}}$ while $\hat{g}_{\text{opt}}$ requires an implementation of algorithm M. Moreover, for Gaussian random fields with large variances $\hat{g}_{\text{ac}}$ is more stable than $\hat{g}_{\text{opt}}$.

A careful analysis of the distribution of the underlying random field $z$ is necessary in each particular case when we want to compare $\hat{g}_{\text{opt}}$ and $\hat{g}_{\text{ac}}$.
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Table 1: The relative errors of the estimators

<table>
<thead>
<tr>
<th>Parameters</th>
<th>q values for the predictors</th>
<th>ω</th>
<th>a²</th>
<th>τ</th>
<th>( \hat{g}_{\text{naive}} )</th>
<th>( \hat{g}_{\text{opt}} )</th>
<th>( \hat{g}_{\text{ac}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.571</td>
<td>28.17 %</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>0.310 %</td>
<td>0.356 %</td>
<td>0.356 %</td>
</tr>
<tr>
<td>3.142</td>
<td>25.88 %</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>0.844 %</td>
<td>0.583 %</td>
<td>0.583 %</td>
</tr>
<tr>
<td>6.283</td>
<td>27.38 %</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0.681 %</td>
<td>1.306 %</td>
<td>1.306 %</td>
</tr>
<tr>
<td>12.566</td>
<td>27.01 %</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3.008 %</td>
<td>2.809 %</td>
<td>2.809 %</td>
</tr>
<tr>
<td>42.412</td>
<td>21.32 %</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>5.710 %</td>
<td>3.304 %</td>
<td>3.304 %</td>
</tr>
<tr>
<td>1.178</td>
<td>26.59 %</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>2.737 %</td>
<td>2.436 %</td>
<td>2.436 %</td>
</tr>
<tr>
<td>42.412</td>
<td>39.55 %</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>0.499 %</td>
<td>0.411 %</td>
<td>0.411 %</td>
</tr>
<tr>
<td>1.571</td>
<td>40.88 %</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>0.850 %</td>
<td>1.029 %</td>
<td>1.029 %</td>
</tr>
<tr>
<td>6.283</td>
<td>43.21 %</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2.049 %</td>
<td>2.636 %</td>
<td>2.636 %</td>
</tr>
<tr>
<td>25.133</td>
<td>41.63 %</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1.393 %</td>
<td>1.223 %</td>
<td>1.223 %</td>
</tr>
<tr>
<td>50.265</td>
<td>4.78 %</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>5.842 %</td>
<td>3.346 %</td>
<td>3.346 %</td>
</tr>
</tbody>
</table>
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